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ABSTRACT

Rationale and Objectives: To evaluate the accuracy of three-dimensional (3-D) power

Doppler ultrasound in differentiating benign and malignant breast tumors by using

support vector machine (SVM).

Materials and Methods: 3-D power Doppler ultrasonography were obtained from 164

patients (age range, 17-80 years; mean age, 44 years) with 86 benign and 78 malignant

breast tumors. The volume of interest (VOI) in 3-D ultrasound images was automatic

generated by using three rectangular region of interest. The vascularization index (VI),

flow index (FI) and vascularization-flow index (VFI) on 3-D power-Doppler ultrasound

images were evaluated for the entire volume area, the computer extracted VOI area and

the opposite area of VOI. Patients’ age and the volume of VOI were also applied to

identify breast tumors. Besides, this study also proposed an automatic contouring

method by using level set method (LSM) to extract the similar 3-D volume and improve

the diagnostic accuracy. The level set segmentation automatically extracted 3-D

contours of breast tumors from ultrasound images after the image preprocessing. In this

study, each ultrasonography classified as benign or malignant based on 11 features by

using the SVM model. In the experiment, all the breast tumors were sampled with

k-fold cross-validation (k = 10) to evaluate the performance with receiver operating

characteristic (ROC) curve.



Results: The sensitivity, specificity, positive predictive value (PPV), negative predictive

value (NPV) and accuracy of SVM for classifying malignancies were 94%, 67%, 72%,

92% and 80%, respectively. The classification performance in terms of Az value for the

ROC curve of the features derived from 3-D power Doppler is 0.91. Comparing to this

CAD system, the performance of the CAD system with automatic contouring method is

better.

Conclusions: The vascular features of 3-D power Doppler ultrasound combined with

patients’ age and volume of VOI are effective in differentiating benign and malignant

breast tumors by using SVM.

Keywords: three-dimensional power Doppler, tumor vascularity, volume of interest,

computer-aided diagnosis, support vector machine, level set method
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CHAPTER 1

INTRODUCTION

Tumor vascularity has proved to be an important factor that correlated with tumor

malignancy[1,2]. Angiogenesis is widely accepted as a fundamental process for the

establishment, growth and dissemination of all tumors. The growth of breast cancer is

connected to angiogenesis during the development of the tumor. Comparing to benign

tumors, breast cancers are expected to display increased vascularity[3]. Various

investigations reported the vascularity of the breast tumors and distinguish between

benign and malignant lesions by using color Doppler ultrasound[4-6]. Color Doppler

sonography characterizes blood flow velocities and the calculation of resistance indices

by using the mean Doppler frequency shift at a particular position. The heterogeneous

vascularity of breast malignancies is the major problem in flow assessment with color

Doppler[7]. The vessels perpendicular to the bean direction are poorly detected by the

color Doppler. A study designed for preoperative assessment of a breast lesion showed

that color Doppler sonography was not superior to other diagnostic methods due to

color Doppler can be affected when the direction of the probe changes|8].

Power Doppler was developed to improve the visualization of small vessels by

using a different measurement of the strength of the Doppler signal which

fundamentally depends on the amount of blood. Power Doppler ultrasound can be used



to detect the course of tumor vessels more clearly due to power Doppler is less

angle-dependent and not velocity-dependent. Thus power Doppler imaging was better in

classification of benign and malignant breast masses than conventional color Doppler

imaging on the basis of assessment of tumor vascularity[9,10]. These studies have

proved that power Doppler ultrasound have a higher diagnostic accuracy than in color

Doppler ultrasound. In particular, three-dimensional (3-D) power Doppler ultrasound

can quantify the power Doppler signal and detect the total vascularity within the entire

volume of breast tumor[11,12].

Besides, the volume information of a breast tumor is also important for physicians

to make diagnostic decisions. Extracting the tumor volume from the 3-D ultrasound was

very similar to the real size of tumor. Due to malignant tumors frequently have a large

size, the volume data of breast tumor has been considered as a useful characteristic for

differentiating between benign and malignant breast tumors[13-15]. Moreover, recent

interest in patients’ age is associated with breast cancer[15]. A statistics have showed

that the breast cancer usually occur at a woman over 40 years old[16]. The patients’ age

is positively related to likelihood that a tumor is malignant.

The aim of this paper is developing a computer-aided diagnosis (CAD) for power

Doppler imaging to assist physicians in diagnosis and improves the prevision accuracy.

This study classified each breast tumor as benign or malignant by using support vector
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machine (SVM). The SVM model has become extremely popular in terms of

classification and prediction[17-19]. This technique having outstanding and speedy

classification ability was applied extensively to not only classification but also image

recognition and bioinformatics[20-23]. In this study, vascular features, tumor volume

and patients’ age were considered as features to difference benign and malignant breast

tumors. The SVM model was employed as a classifier to evaluate the capability of 3-D

power Doppler ultrasonographic technology for the differential diagnosis of solid breast

tumors.

In chapter 2, a CAD system for 3-D power Doppler imaging was proposed. The

vascular features, patients’ age and volume of VOI were applied to distinguish between

benign and malignant tumors by using SVM. Moreover, this study designed an

automatic contouring method for the proposed CAD system in chapter 3. The proposed

CAD system classified breast tumors by evaluating vascular features and volumes of

tumors from the automatic 3-D contours. The classification performance by using SVM

of the CAD system with automatic contouring was compared with the CAD system

without that. It is concluded from the experiment that combined 3-D power Doppler

vascularity with patients’ age and tumor size has a good result of difference benign and

malignant breast tumors.
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CHAPTER 2

COMPUTER-AIDED DIAGNOSIS

2.1 DATAACQUISITION

There were pathologically proved 86 benign and 78 malignant breast tumors in 164

patients whose ages ranged from 17 to 80 years (mean age, 44 years) in this study and it

was approved by the institutional review board and ethics committee at Changhua

Christian Hospital. All of the 3-D ultrasound imaging and 3-D power Doppler

ultrasound imaging was performed with a scanner (Voluson730, GE Healthcare, Zipf,

Austria, equipped with RSP 6-12 transducer) and a transducer. The transducer was a

linear-array broadband probe with a frequency of 6 to 12 MHz, has a scan width of 37.5

mm and a sweep angle of 5 to 29 to obtain 3-D volume scanning. A preinstalled 20°

sweep angle and power Doppler settings with mid frequency, 0.9 kHz pulse repetition

frequency, -0.6 gain, and “low 1” wall motion filter were fixed for all women in this

study. Both the operator and patient hold breath around 20 seconds as possible during

the scanner generate the 3-D volume.

The image database containing 164 3-D volumes in 164 patients were collected

from January 2003 to December 2003. Each 3-D volume had 199 2-D ultrasound

images with corresponding power Doppler ultrasound images. Figure 1 presents the

ultrasound image and its corresponding power Doppler ultrasound image.

-12-



(@) (b)

Fig. 1. (a) The ultrasound image of a malignant tumor, and (b) its corresponding

ultrasound power Doppler imaging.

2.2VOI EXTRACTION

To extract the volume of interest (VOI) in 3-D ultrasound imaging, a physician

with experience in breast ultrasound examination defined and manually selected

rectangular region of interest (ROI) including the tumor border in the specific three

slices, i.e. the first, middle and last slices in 3-D ultrasound imaging[24]. The first,

middle, and last slices were the slice with appeared tumor, the largest diameter of the

tumor and the tumor is tending to disappear, respectively. Figure 2 illustrates an

example of the ROI for the three slices that manually selected by the physician. After

the ROI regions in the three slices were defined, the VOI area would be extracted from

the 3-D volume. Figure 3 presents generation of the VOI area in a 3-D power Doppler

ultrasound imaging.

-13-
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Fig. 2. Physician manual selected ROI (white rectangle) of specific slice for B-mode

ultrasound and power Doppler ultrasound: (a)-(b) the first slice with
corresponding power Doppler image slice, (c)-(d) the middle slice with
corresponding power Doppler image slice, and (e)-(f) the last slice with

corresponding power Doppler image slice.

-14-



First slice Middle slice Last slice
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L —

Fig. 3. The 3-D volume of interest (VOI) area in a 3-D ultrasound imaging.

2.3 FEATURE EXTRACTION

To quantify the power Doppler signal, three indices were evaluated from 3-D

power Doppler ultrasound, i.e. vascularization index, flow index and vascularization

flow index[25]. Vascularization index (denoted V), the ratio between the color voxels

(with power Doppler signal) and the total number of voxels in the region of interest,

represents the vessel in the tissue. Let S denoted the set of all slices in a 3-D power

Doppler ultrasound imaging, the V7 is defined as
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2P ()

V[ — _seS (1)

2N (s)
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where P(s) is the number of pixels with power Doppler signal and N(s) is the number of
total pixels in the specific area of the slice s. Flow index (denoted F/), the mean energy

per color voxel, represents the average intensity of flow. The F1 is defined as

2 1(s)

FI === )

> P(s)

seS

where /(s) is the intensity sum of pixels with power Doppler signal in the specific area
of the slice s. Vascularization flow index (denoted VFI), the mean color value in all the
voxels in the obtained volume, represents both vascularization and flow. The VFI for the

specific area of the slice s is defined as

2. 1(s)

VFI =<5 3)

2. NEs)

seS§

This study calculated the three indices from the entire volume area, the computer
extracted VOI area and the opposite area of VOI. Figure 4 shows the specific voxel
areas in a 3-D power Doppler imaging. The vascularization indices Viyo;, VIg and Vip
were estimated by using the VOI area, the entire volume area and the opposite area,
respectively. The flow indices Flyo; (flow index from the computer extracted VOI area),

FIg (flow index from the entire volume area) and FIo (flow index from the opposite area

-16-



of VOI) were estimated. For the vascularization flow indices, the VFIyo;, VFIg and VFI
were by the corresponding area in the 3-D power Doppler imaging. Eventually, this
study gained nine vascularization indices for the areas surrounding the breast lesion
after image analysis. In addition to vascular features, patients’ age and the volume of

VOI (mm’) are used to encode features for the SVM classifier.

2.4 SUPPORT VECTOR CLASSIFICATION

Support vector machines (SVMs) are machine learning methods based on the
statistical learning theory and can be applied to classification[17,26]. It is able to extract
the relevant discriminatory information form the training data. The aim of SVM is to
generate a classification function from a set of training data and classify data into two
classes. SVM maps the training data to a higher dimensional feature space and construct
a maximal separating hyperplane. The separating hyperplane maximizes the distance
between two parallel hyperplanes that separates the data on each side of the hyperplane.
Figure 5 shows an optimal separating hyperplane with the largest distance between two

parallel hyperplanes, and the data points belongs to two classes.
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3-D ultrasound Volumej
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Fig. 4. The areas (colored gray) used for computing VI, FI and VFI indices for a 3-D
power Doppler imaging: (a) the entire volume, (b) the extracted VOI and (c) the

opposite zone of VOI.

Given a set of training vectors with a total of m vectors, (x1, y1), (X2, ¥2), (X3, V3), ...,

Xm Vm), Where x, € RY denotes the value of i™ input vector and the ; 1s either 1 or —1.
V. i p Y
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Let (x; ;) is the corresponding desired output. The SVM distinguish the correct
classification by means of the optimal separating hyperplane with the maximal margin,
which takes the form

wx+b=0, (4)
then try to maximize the distance between two parallel hyperplanes that separates the

data points on each side. The input vectors must be satisfied

yl:wx,+b2]’ 5)

yl=wxl+bS—]’ 6)
these can be rewritten as

y,(wx1+b)2]. %)

The support hyperplanes denote the hyperplanes that separate the data points on
each side. And the data points lying on support hyperplanes are support vectors. The

classification solution is given by the decision function

f(x)= sign[i o yk(s;,,x)+ bj , (8)
=)
where a; is the positive Lagrange multiplier, s; are the support vectors (# in total), and
k(s;, x) is the function for convolution of the kernel of the decision function. The support
vector is the same class with y = / when f(x) >0 and y =—1 when f{x) < 0. The radial

kernels performs best in our experimental comparison, hence is chosen in the proposed

diagnosis system. The radial kernels is defined as

-19-



kx.y)=expl-y(x- )’ 9)

where y € R is a non-zero parameter.
In this study, we classified each breast tumor as benign or malignant by using SVM.
A total of 11 features including vascular features, patients’ age, and volume of VOI from
a breast tumor formed a feature vector, which was then utilized as the input vectors for
the SVM classifier. The maximal separating hyperplane separates the positive values
from the negative values. This study classifies the tumor has positive output value as

malignant and negative output value as benign.

\
X AN
Support vectors on
y=wx+b=1
A
A
A
Support vectors on
y=wx+b=-1
O o0
O \ Support hyperplane
\\ y=wx+b=0

>V

Fig. 5. The optimal separating hyperplane of support vector machine (SVM) with the

maximal margin between two parallel hyperplanes.
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2.5 RESULTS

The sonography database contained 164 pathologically proven cases (86 benign

and 78 malignant barest tumors). To evaluate the performance, this study randomly

divided all cases into £ groups by the k-fold cross-validation method. The first group

was used as a test group and the other (k-1) groups are used to train the SVM. To repeat

this process until all £ groups have been taken turns as the group used for testing. In the

experiment, k£ was 10 and each group has 16 or 17 cases. The radial kernels of SVM

obtaining the best result were chosen in this study. In the simulations, different y values

of radial kernels for the SVM system were performed to evaluate the classification

performance. With the y ranged from 0.001 to 0.002, the SVM model used in this work

obtained a stable and the highest accuracy.

The classification results by the proposed CAD were showed in table 1. The

accuracy of SVM for classifying malignancy in this study was 80% (131/164), the

sensitivity was 94% (73/78), the specificity was 67% (58/86), the positive predictive

value (PPV) was 72% (73/101), and the negative predictive value (NPV) was 92%

(58/63). At the receiver operating characteristic (ROC) analysis, the classification

performance of the SVM system was examined by the index of the area (Az) under the

ROC curve. Table 2 lists the Az values and standard deviations of the 11 features. Figure

6 presents the ROC curves of the propose method in this study and the Az value was

21-



0.91. From this result, combining vascular features of 3-D power Doppler

ultrasonography with patients’ age and volume of VOI were effective in differentiating

benign and malignant breast tumors by using SVM.

Table 1. Classification of breast nodules by support vector machine (SVM) model.

Benign" Malignant”
SVM output <0 ™~ 58 FN 5
SVM output > 0 FP 28 TP 73
Total 86 78

*Histological finding

TN: The number of benign case which are diagnosed correctly.
FP: The number of benign cases which are misdiagnosed.
TP: The number of malignant cases which are diagnosed correctly.

FN: The number of malignant cases which are misdiagnosed.

All analyses were made on a single CPU Intel Pentium-VI 2.4 GHz personal
computer (ASUSTek Computer Inc., Taipei, Taiwan) with Microsoft Windows XP®
operating system. The programs were performed using C++ language and complied
using the Microsoft Visual Studio®. The C++ codes were performed using Matlab

software (The MathWorks, Inc., Natick, MA).
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Table 2. The Az values and standard deviations of the 11 features including vascular

features, patients’ age, and volume of VOI.

Feature Az std
Vig 0.7407 0.0406
Vivor 0.6714 0.0431
Vip 0.7658 0.0386
Flg 0.6980 0.0406
Flyor 0.6416 0.0428
Flo 0.6931 0.0407
VFIg 0.7733 0.0390
VEIyor 0.6789 0.0428
VFIo 0.7760 0.0387
Volume of VOI 0.8138 0.0328
Patients’ age 0.7940 0.0344

std: standard deviation

04

True Positive Fraction

0.2

— Az=0.9129

0 0.2 0.4 0.6 0.8 1

False Positive Fraction
Fig. 6. Receiver operating characteristic (ROC) analysis of the proposed computer-aided
diagnosis (CAD) system with the entire feature sets.
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CHAPTER 3

AUTOMATIC CONTOURING METHOD

To improve the performance of VOI extraction in the proposed CAD system, an

automatic contouring method for breast tumors in 3-D ultrasound imaging is necessary.

A similar 3-D contour of a breast tumor can evaluate the more precise size of the tumor

and the more precise vascularization indices in inner and outer tumor of corresponding

3-D power Doppler ultrasound. Due to the 3-D volume of a tumor is essentially

constructed by a sequence of 2-D images in this study, the method for finding contours

of a tumor should be extended to 3-D cases. Then the volume of tumor can be extracted

by precisely counting the volume from the 3-D images. This chapter presented an

efficient method for automatically detecting 3-D contours of breast tumors in 3-D

ultrasound images.

The proposed contouring method included two stages. In the first stage, a

preprocessing filter contained Wiener filter and Gaussian filter were utilized to reduce

the any amount of noises but preserves the shape and contrast of breast tumor. The

second stage, the ROI area including the border of the tumor with the largest diameter

from the middle slice was manually selected by the physician and was used to be the

initial contour. The deformation-based level set segmentation automatically extracted

precise contour of breast tumor from the middle slice. The automatically extracted

24-



contour of the tumor in the middle slice was used to be the initial contour for the tumor

in the preceding slice and following slice. Then, the level set segmentation

automatically extracted the contours and each extracted contour was used to be an initial

contour for the tumor in the next preceding slice or following slice. Finally, after all the

contours in ultrasound image slices were defined, the 3-D volume of tumor would be

extracted from the 3-D ultrasound image.

The proposed CAD system with automatic contouring method evaluated 3-D

volumes from the image database which was used in the previous CAD system. The

vascular features and volume of tumor were calculated from the 3-D contour and were

utilized combined with patients’ age as the input feature vectors for the SVM classifier.

The diagnostic performance was evaluated with receiver operating characteristic (ROC)

curve and compared with the previous CAD system.

3.1 IMAGE PREPROCESSING

Due to the medical ultrasound B-mode images include considerable noises,

speckles and tissue textures that make segmentation difficult. Image preprocessing is a

significant issue before the segmentation. The aim of an effective preprocessing method

for contouring is to reduce noises and preserve the useful information, such as edge and

boundary of tumors. The Wiener filter which was proposed by Norbert Wiener is one of

the tools of choice in removing noise from images[27][28]. The purpose of Wiener filter
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is to reduce the amount of noise present in a signal by comparison with an estimation of

the desired noiseless signal. The Wiener filter, based on statistical approach, is

commonly referred to as the minimum mean square error filter or the least square error

filter.

The goal of the Wiener method is to filter out noise that has corrupted a signal. The

Wiener low-pass filter estimates the local mean and variance around each pixel,

1
= — a(n.,n,), 10
H NMME,,(1 ) (10)
=V > a*(n,n,) -1, (11)

ny,nyEn

where is the N x M local neighborhood of each pixel in the image 4. The Wiener filter
then creates pixel-wise estimations,

() = o+ & Y alnymy) — ). (12)
where V* is the noise variance. If the noise variance is not given, The Wiener filter uses
the average of all the local estimated variances.

This study performed the Wiener filter to reduce the amount of noise present in the
breast ultrasound images. Beside, another common filter was performed to smooth the
ultrasound images after the Wiener de-noising. The Gaussian low-pass filter was
utilized to smooth images and remove detail and noise. Gaussian smoothing is often
applied because the noise or the nature of the object observed might be of a Gaussian

probable form. The use of the Gaussian kernel for smoothing has become extremely

-26-



popular. This has to do with certain properties of the Gaussian as well as several

application areas such as edge finding and scale space analysis.

In the proposed method, two filters, Wiener filter using neighborhoods of size 3 x

3 and Gaussian low-pass filter with a parameter sigma = 2, were performed to reduce

noises and make the contour finding easily. Figure 7 presents the de-nosed results by

applying the Wiener filter and Gaussian low-pass filter. The proposed method utilizing

the Wiener filter preprocessing not only reduced the number of speckles, the amount of

noises and the number of tissue-related textures in ultrasound images but also preserved

the shape and contrast of breast tumor. Then, in order to smooth the image and make the

contour finding easily, the Gaussian low-pass filter was performed after the Wiener

filter. After the ultrasound images are preprocessed, the suspected tumors will be

extracted based on the following segmentation steps.
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Fig. 7. Results of the image preprocessing: (a) the original ultrasound image, (b)

through with Wiener filtering using neighborhoods of size 3 x 3, (c¢) through

with Gaussian low-pass filtering with sigma = 2.
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3.2 LEVEL SET CONTOURING
After the image preprocessing, an automatic contouring method was performed to
segment the tumors in 3-D ultrasound imaging. The level set method is a numerical
technique for analyzing the curve propagation and tracking interfaces moving under
complex motions. This method offers a highly robust and accurate method and has been
applied successfully to solve difficult problems of ultrasound image segmentation[29].
The level set method amounts to representing a closed curve I' in the plane as the zero
level set of an auxiliary function @,
T(0)={x |4(x, )=0/, (13)
and then manipulating I' implicitly, through the function ¢. This function is called a
level set function. ¢ is assumed to take positive values inside the region delimited by
the curve I" and negative values outside. The evolution equation of the level set function
@ can be written in the following general form:
%+F|V¢]:O, (14)
which is called level set equation with a given value of the initial function @(x,z=0).
The function F is called the speed function. For image segmentation, the function F

depends on the image data and the level set functiong. At any one point, the speed

function F is based solely on the input intensity u,[30]:

— D)+ (a2
Fe (w( Je-ap- ¢|j 15)
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and

D(u0)=@—(uo—(UT+L)J, (16)

where o is a free curvature parameter that controls the degree of smoothness, U and L
denote the adaptive maximal and minimal intensities in the subimage of the identified
contour, respectively. Figures 8 show the surface propagation of an initial contour and
the accompany movement of the function ¢ [29].

Due to the 3-D volume of a tumor is essentially constructed by a sequence of 2-D
images in this study, the method for finding contours of a tumor should be extended to
3-D images. This proposed method can get the volume of tumor by precisely counting
the volume of the 3-D images. In the proposed contouring method, the original
ultrasound images were first processed by the Wiener filtering and Gaussian low-pass
filtering. The ROI region which used to be the initial contour for the middle slice was
manually selected by the physician. If the ROI region in the middle slice was too huge
or very closing to the boundary of the image, the length and width of ROI would be
reduced to be the initial contour. Because a huge initial contour and a contour which

was very closing to the boundary of the image would make segmentation fail.
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Fig. 8. Level set curve propagation: (a) the initial contour and the corresponding surface,

(b) the contour and the corresponding surface at time ¢.

After extracting the initial contour from the middle slice, the level set method was
performed to segment the tumor. The automatically extracted contour of the tumor in

the middle slice was then used to be the initial contour for the preceding slice and
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following slice. And the level set segmentation automatically extracted the contours

from the tumor in the preceding and following slices. Then, each extracted contour is

used to be an initial contour for the tumor in the next preceding slice or following slice.

When the contour is disappearing or the tumor does not exist in the next image slice, the

automatic contouring will stop. Finally, after all the contours of a tumor in ultrasound

image slices were defined, the 3-D contour of tumor would be extracted from the 3-D

ultrasound image.

Figure 9 presents a flowchart of the proposed method, in a form that includes the

preprocessing and segmentation phases. After the 3-D contours of tumors were defined,

the proposed CAD system can evaluate the similar volumes of breast tumors and the

vascular features from the 3-D power Doppler ultrasound images. Then, the SVM will

distinguish between benign and malignant tumors and the ROC analysis will be applied

to evaluate diagnostic accuracy of the proposed CAD system with automatic contouring

method.
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Fig. 9. The flowchart of the proposed contouring method.
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3.3 DIGNOSTIC RESULTS

This study will show that the proposed CAD system with automatic contouring

method have rather good performance and lead to a satisfactory result in comparison

with the previous CAD system. Ten cases were excluded from the 3-D image database

because the automatic segmentations of these tumors were failed. A total of 154

pathologically proved tumors were analyzed in this chapter. The vascular features and

volume of tumor were calculated from the 3-D contour and were utilized combined with

patients’ age as the input feature vectors for the SVM classifier. The diagnostic

performance was evaluated with receiver operating characteristic (ROC) curve. And the

diagnostic accuracy of the CAD system with automatic contouring method was

compared with the previous CAD system.

Figure 10(a)-(b) and figure10(c)-(d) show the contour evaluation for the middle

slice in benign and malignant cases, respectively. Due to the ROI of the malignant

tumor in figure 10(c) was huge and very closing to the boundary of the image, the

length and width of the ROI was reduced 5 pixels. And the preceding slices and the

following slices in a benign case are showed in figures 11(a)-(c) and figures 11(d)-(f),

respectively. Figure 12 show the preceding slices and the following slices in a malignant

case. The proposed method clearly yielded contour that are similarly to the real contour

of the tumor. From the segmentation results, only a small number of cases were
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unattainable; the tumors are too big to out of images or too small to make disappearance

of contours.

In the experiment, the radial kernels and y ranged from 0.001 to 0.002 of SVM

were chosen in the proposed CAD system with contouring method. Comparing with the

previous CAD system, the classification performance of both CAD systems were

examined by the index of the area (Az) under the ROC curve. Table 3 lists the Az values

and standard deviations of the 11 features in the proposed CAD system with contouring

method and the previous CAD system. Figure 13 presents the ROC curves of the

propose CAD system with contouring method and the previous CAD system in this

study and the Az value was 0.91 and 0.9, respectively. The Az value in the proposed

CAD system with contouring method was better than the previous CAD system. From

this result, the proposed CAD system with contouring method was effective in

differentiating benign and malignant breast tumors by using SVM.
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Fig. 10. Result of contour segmentation in the middle slice: (a)-(b) the initial contour
and the extracted contour of segmentation of a benign case, and (c)-(d) the
initial contour with a reduction = 5 and the extracted contour of segmentation of

a malignant case.

-36-



(d)
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Fig. 11. Result of contour segmentation (benign case): (a)-(c) were contours in the

preceding slices, and (d)-(f) were contours in the following slices.
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Fig. 12. Result of contour segmentation (malignant case): (a)-(c) were contours in the

preceding slices, and (d)-(f) were contours in the following slices.
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Table 3. The Az values and standard deviations of the 11 features including vascular

features, patients’ age, and volume of VOI in the proposed CAD system with

contouring method and the previous CAD system. (154 cases)

CAD with automatic

. CAD
contouring method
Feature Az std Az std
Vig 0.7407 0.0406 0.7500 0.0425
Vivor 0.6714 0.0431 0.6663 0.0453
Vi 0.7658 0.0386 0.7760 0.0397
FIg 0.6980 0.0406 0.6894 0.0424
Flyo; 0.6416 0.0428 0.6314 0.0445
Flo 0.6931 0.0407 0.6812 0.0428
VFIg 0.7733 0.0390 0.7696 0.0412
VFEIyvor 0.6789 0.0428 0.6718 0.0449
VFIo 0.7760 0.0387 0.7850 0.0397
Volume of VOI 0.8138 0.0328 0.8263 0.0326
Patients’ age 0.7940 0.0344 0.7862 0.0360

std: standard deviation
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Fig. 13. Receiver operating characteristic (ROC) analysis of the proposed CAD system
with automatic contouring method and the previous CAD system with the entire

feature sets.
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CHAPTER 4

CONCLUSION

This study proposed a CAD system to evaluate the diagnostic results of 3-D power

Doppler ultrasound in classifying the breast tumors. 3-D power Doppler ultrasound

enabled the detection and measurement of the vascularity within the entire volume of

tumor. Besides, the patients’ age and volume of VOI were considered in this study. The

SVM model was employed to classify the breast tumors. Compared to neural networks,

the training and diagnostic procedure of SVM is faster and more stable[31].

A total of 11 features including vascular features, patients’ age, and volume of

VOI were applied in the experiment. The SVM system classifies the breast tumors by

utilized these features. The Az values and standard deviations of all features are present

in Table 2. According to the results, the vascular features are useful in differencing

benign and malignant breast tumors. The Az value of volume of VOI is 0.81 is the

highest value in the experiment. The volume of VOI can rough represent the tumor’s

size which is an important feature to physician. In addition, the most-distinguishing

feature of the results is patients’ age. The mean age of all patients was 44 and the age

range was 17-80 years. Furthermore, the mean age was 51 (range 32-80 years) years for

the patients with malignant breast tumor and 39 (range 17-72 years) years for the benign

group. The likelihood of breast cancer in patient over 44 years was 68% (52/77) and the
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Az value of patients’ age was 0.79. The patients’ age was seldom considered to be a

feature in the past, but it was valuable to this study.

In the proposed CAD system with automatic contouring method in chapter 3, an

effective contouring method was applied in this study. After the image preprocessing,

the segmentation results from the proposed method were precision. Only a small

number of cases might segmentation unsuccessfully. The proposed CAD system with

contouring method evaluated volumes of tumors and vascular features to distinguish

between benign and malignant lesions by using SVM. Comparing with the previous

CAD system, the CAD system with contouring method obtained the better result. It says

the CAD system with contouring method was effective and more accurately. However,

the feature of volume of tumor in the CAD system with contouring method was inferior

to the previous CAD system. The volume of tumor in the previous CAD system was just

evaluated from VOI. Due to the malignant tumor usually have irregular shapes and

anfractuous boundary, a malignant tumor frequently has a large region of ROI. The

previous CAD system evaluates the volume of VOI directly is not really precision. And

the volume of tumor in the CAD system with contouring method is more similar to the

real size of tumor. Maybe we can evaluate the other features such as shape and

boundary to improve the diagnostic accuracy in the future.

Beside, it is effective in classifying breast tumor according to these 11 features.
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However, the anarchic vascularity of a malignant breast tumor is hard to command.

Moreover, the vascularity in inner and outer volume of VOI is worth noticing. A recent

study showed malignant tumors have higher vascularity than benign lesions both in

tumor itself and surrounding the tumor[15]. Therefore, we desire to evaluate the intra

and inter- power Doppler signal for a tumor in the future. In conclusion, the proposed

method combining 3-D power Doppler vascularity with patients’ age and volume of

VOI has a good result of differentiating benign and malignant breast tumors by using

SVM. Experimental investigations demonstrated that the vascular features of 3-D power

Doppler were effective and the patients’ age and volume of VOI is useful for differential

diagnosis of breast tumors.
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